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あらまし  交通場面における死角の危険性は深刻な問題であり, 車載カメラの映像ではカバーしきれない死角で

の事故が発生している. 本研究では, 将来的に各車両の車載カメラ映像が通信により共有されることを前提に，視

野情報の統合により死角を生む遮蔽物をフレーム内から部分的に除去し死角領域内の危険を可視化する手法を提案

する. 提案手法では, 交差点に設置されている道路標識を車載カメラで検出し，それを用いてカメラ位置姿勢を推

定するとともに, 深度カメラを活用して遮蔽され死角となっている物体の 3 次元位置をリアルタイムで把握する. 

これに基づき死角にある物体を対象視点から見え方に変換したうえで遮蔽物領域に合成することで, 死角を軽減し

た画像を生成・提示する． 
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Abstract The danger of blind spots in traffic scenes is a serious problem, and accidents often occur in blind spots that are not 

covered by the images captured by in-vehicle cameras. In this study, we propose a method to visualize the danger in blind spots 

by partially removing obstacles that create blind spots from the frame by integrating the field of view information, based on the 

assumption that the images from each vehicle's in-vehicle camera will be shared through communication in the future. The 

proposed method detects road signs at intersections using an in-vehicle camera and estimates the camera pose based on them, 

while using a depth camera to determine the 3D positions of objects in the blind spots in real time. Based on this information, 

objects in the blind spots are transformed into the viewpoint of the target viewpoint, and then merged into the obstructed area to 

visualize objects in the blind spots. 
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1. はじめに  

昨今の自動車業界は CASE（Connected，Automated，

Shared，Electric）というキーワードを中心として発展

し続けている．CASE は，今後の自動車業界の発展を

象徴し，各分野が相互に影響し合い，持続可能で効率

的な未来へと向かう目標でもある．Connected は車両

同士や車両とインフラが連携し，情報を共有すること

を指し，Automated は自動運転技術の進歩を表す．

Shared は車両共有サービスの普及を示し，Electric は

電動化への変換を象徴している．  

また，図 1 の国土交通省のインターネットモニターア

ンケートのデータによると，令和 2 年度の調査結果か

ら，初めて車載カメラの搭載率が過半数を超えた

[1]．車載カメラは事故の証拠としてだけでなく，運  

 

図 1 車載カメラ搭載率 [1] 

 

転者の安全意識向上や車両への標準搭載化の需要が高

まっており，CASE 発展の基礎デバイスとして今後よ

り搭載率の増加が期待される．   

このように，交通の現場において多くの視覚情報が  



  

 

 

図 2 複数のカメラによる隠消現実  

 

増加し続けている一方，現状は各カメラ映像が単独で

用いられるため，そのカメラの死角となる箇所は把握

できない．ここでの死角とは，自動車の運転席から目

視で確認できない範囲を指す．これには車両自体の形

状特性に起因する死角，他の車両によって生じる死角，

環境による死角などが含まれる．このような死角危険

を事前に予測または回避することは難しい．  

本研究では，CASE の Connected として，交通現場の

各車両の車載カメラ映像や交差点に設置された防犯カ

メラ映像が通信により共有されることを前提に，複数

の異なる視野情報を統合することで死角の要因となる

遮蔽物をフレーム内から除去する隠消現実感を実現す

る手法を提案する．提案手法では，異なる視点のカメ

ラの各位置姿勢を推定し，かつ深度カメラを活用して

遮蔽され死角となった物体の 3 次元位置をリアルタイ

ムで推定する．これにより，異なる視点の画像を遮蔽

物のある対象視点での見え方に変換し，遮蔽物領域に

合成することで，死角を軽減した画像を生成・提示す

る．  

 

2. 隠消現実の従来研究  
  本章では，交通場面における死角危険の解決手法と

して隠消現実（DR: Diminished Reality）についてまず

概観し，次にその従来研究を述べる．  

 

2.1 隠消現実の概要  
隠消現実とは，リアルタイム映像内の不要物体上に

その背景画像を重ねることで，不要物体を視覚的に取

り除く技術である．その手法は次の 3 つに分類するこ

とができる．  

・複数のカメラを使用 [2][3] 

・事前に撮影した背景画像を使用 [4][5] 

・画像修復（インペインティング）を使用 [6][7] 

本研究では，不要物体上に重畳する画像と実際の背

景との整合性の観点から，複数のカメラを使用する手

法に着目する．例えば図 2 のように，A の画像内で死

角となる車両の領域に対し，B の画像内の A の画像の

車両領域に対応する領域を A の視点での見え方に変換

し合成することで，死角を軽減することができる．  

 
図 3 対象交通場面  

 

2.2 複数カメラによる隠消現実の従来研究  
複数カメラを使用した隠消現実の従来研究として，

Barnum らの研究では，建物を遮蔽物とした視覚的違和

感の少ない透視がリアルタイムで実現されている [2]．

3 次元情報を 2 次元情報として通信しており，異なる

視点の空間的対応はとっていないため，遮蔽物内のオ

ブジェクトを個別に射影変換し修正することで，3 次

元位置の誤差を軽減している．リファレンス視点は固

定位置を想定しており，2 つの視点の入力は空間的位

置に強い制限がある．  

Rameau らの研究では，前方車両を遮蔽物とした隠消

現実がリアルタイムで実現されている [3]．前方車両の

ステレオビジョンを基に後続車両の位置姿勢を 3D マ

ップから推定している．整合性は，前方車両と後方車

両の位置関係に依存するため，一定の車間で順方向で

の走行が必要であり，車両の位置が大きく変化すると

各車両の位置姿勢の推定が難しい問題がある．  

 

3. 提案手法  
本章では，本研究で対象とする交通場面を説明し，

次に提案手法について説明する．  

 

3.1 対象とする交通場面  
前述の従来手法では，視点の位置，順方向での走行

という制限があった．それに対して，本研究では，交

通量の多い図 3 のような交差点における右折時に発生

する対向車両による死角危険を対象とする．赤色の自

車両が右折待ちをしており，直進する青色の対向車両

が遮蔽物となり死角が生じる．この死角に対し周辺の

車両や防犯カメラからの視点を用いて隠消現実を行う．

なお，死角内の危険が動物体とした場面を考える．  

 

3.2 提案手法の概要  
前述の対象交通場面において，提案手法のプロセス

は以下の 5 つから構成される．  

・道路標識の検出  



  

 

・各視点の位置姿勢推定  

・遮蔽物・被遮蔽物の認識  

・被遮蔽物の 3 次元位置の推定  

・対象画像への合成  

自視点・リファレンス視点の両視点の位置姿勢を推

定する．自視点フレームでは遮蔽物，リファレンス視

点フレームでは被遮蔽物の認識を行う．自視点は RGB

カメラ，リファレンス視点は RGB のステレオカメラ

であり，リファレンス視点のカメラから得られる奥行

に基づき，死角となった被遮蔽物の 3 次元位置を把握

する．各視点の位置姿勢関係から，リファレンス視点

のフレームを，3 次元位置を考慮して自視点での見え

方に変換し自視点の対象画像内の遮蔽物領域に合成す

る．以下では，提案手法の詳細について述べる．  

 

3.3 道路標識の認識  
道路標識は配布されている一般的な学習済みモデ

ルの検出対象でないため， labelImg[8]を用いて画像デ

ータに対してラベル付けを行う．次に，リアルタイム

検出性と一定の検出精度が必要であることを考慮し，

単一推論ステップの毎フレーム処理が実行可能な

YOLOv8（You Only Look Once）[9]の道路標識の検出モ

デルを学習し，それを用いて自視点およびリファレン

ス視点から道路標識の検出を行う．  

 

3.4 道路標識を用いたカメラ位置姿勢推定  
 道路標識の中に特徴点を設定し，図 4 に示すように

特徴点の 3 次元座標と画像上の特徴点の 2 次元座標の

対 応 付 け に よ っ て カ メ ラ の 位 置 姿 勢 を 求 め る ．

Perspective-n-Point（PnP）問題を解くことで，自視点お

よびリファレンス視点のカメラ位置姿勢を推定する．

以下では，特徴点の設定，特徴点マッチング，カメラ

位置姿勢推定について述べる．  

 

3.4.1 標識の特徴点の設定  
PnP 問題を解くためには，カメラ画像内から容易に

検出できる標識内の特徴点の 3 次元座標が必要となる．

このため，本研究では対象となる標識内の検出しやす

い 4 点以上の特徴点を手動で抽出し，その 3 次元座標

を手動で計測し設定する．次に，図 5 に示すように，

各特徴点周辺の画像をテンプレートとして保存する．

なお，後述するマッチングのため，標識全体があらか

じめ設定した n×n 画素の画像とし，その中から k×k

画素のテンプレートを特徴点ごとに作成する．   

 

3.4.2 特徴点マッチング  
 道路標識の特徴点の 2 次元座標を求めるため，特徴

点マッチングを行う．事前に用意するテンプレート画  

 

図 4 2D と 3D の対応関係  

 

 

図 5 テンプレート画像例  

 

 

図 6 特徴点マッチング  

 

像と特徴点マッチングの手順を図 6 に示す．まず，検

出し抽出した道路標識の画像とそのバウンディングボ

ックスの左上と右下の 2 次元座標を保存する．次に抽

出した画像を n×n 画素に拡大し，各テンプレートでマ

ッチング行い，中心点をそれぞれ算出する．なお，マ

ッチングの類似度として，明るさの影響を受けにくい

正規化相互相関を利用する．最後に，中心点の 2 次元

座標をもとの入力画像上での座標に変換し，あらかじ

め設定した 3 次元位置と合わせて PnP 問題を解く．  

 
3.5 遮蔽物・被遮蔽物の検出  

自視点対象フレームでは遮蔽物の領域矩形座標，リ

ファレンスフレームでは被遮蔽物の領域マスクを画像

認識により求める．遮蔽物は車両，被遮蔽物は人と仮

定し，YOLOv8 の事前学習済みモデルを用いて各フレ

ームでこれらの物体を検出する．   

 

3.6 被遮蔽物の 3 次元位置の把握  
 被遮蔽物の 3 次元位置の把握するために，リファレ

ンス視点の深度マップを用いる．深度マップのデプス

値𝑑はステレオカメラの視差マップの視差𝑑𝑖𝑠𝑝𝑎𝑟𝑖𝑡𝑦を

基に以下の式で推定する [10]．  



  

 

 
図 7 各視点の対応関係  

 

𝑑 =  
𝑓𝑙

𝑑𝑖𝑠𝑝𝑎𝑟𝑖𝑡𝑦
 (1) 

  

ただし，𝑓は焦点距離， 𝑙はステレオカメラ内の 2 つの

内部カメラ間の実距離である．このとき，深度マップ

の画素 (𝑥, 𝑦)のデプス値𝑑をとすると，この画素に対応

するリファレンス視点のカメラ座標系における 3 次元

座標 (𝑋௥௘௙ , 𝑌௥௘௙ , 𝑍௥௘௙)を，リファレンスカメラの内部パ

ラメータ𝑷௥௘௙を用いて以下の式で算出する．   
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次に算出された座標 (𝑋௥௘௙ , 𝑌௥௘௙ , 𝑍௥௘௙)と道路標識から求

めたリファレンスカメラの外部パラメータ𝑴௥௘௙を用い

て，世界座標系での座標 (𝑋௪ , 𝑌௪, 𝑍௪)を以下の式で求め

る．   

 

൮
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𝑍௪
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この計算を検出した人の領域の画素に対して行い， 人

の 3 次元点群を作成する．  

 

3.7 対象画像への合成  
図 7 に示すように，自視点カメラでの遮蔽物の検出

結果とカメラ内部・外部パラメータ，および作成した

人の 3 次元点群を用いて，自視点対象フレームの遮蔽

物領域へ被遮蔽物の合成を行う．ここでは人物の各 3

次元点群を微小な球としたモデルを作成する．作成し

たモデルを自視点フレームに投影マッピングする．  

世界座標系に配置されたモデルを自視点での見え

方へ変換するため，まずモデル上の 3 次元座標 (𝑋௪, 𝑌௪ ,

𝑍௪)を自視点カメラ座標系での座標 (𝑋௦௘௟௙, 𝑌௦௘௟௙ , 𝑍௦௘௟௙)へ

以下の式により変換する．  

 

൮
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1
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ただし，𝑴௦௘௟௙は道路標識から求まる自視点の外部パラ

メータである．次に，自視点カメラ座標系での座標

(𝑋௦௘௟௙ , 𝑌௦௘௟௙ , 𝑍௦௘௟௙)を自視点対象フレーム座標 (𝑥ᇱ, 𝑦′)へ，

自視点カメラの内部メータ𝑷௦௘௟௙を用いて以下のように

変換する．  
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𝑥
𝑦
1
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1
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以上の演算により，人の 3 次元点群を自視点対象フ

レームの 2 次元座標に対応付けし，リファレンスカメ

ラでの人の見え方が自視点フレームからの見え方に変

換される．これに基づき，自視点フレームの車の遮蔽

物の上に人の画像を合成する．また，本研究では単純

な画素値の合成だけでなく，自視点対象フレームにお

いて Canny アルゴリズム [11]によりエッジを検出し，

エッジと合成画像を各画素に対して OR 演算を行い対

象フレームへ合成することで，遮蔽物のエッジを補完

し，被遮蔽物の前に遮蔽物の存在を知覚させる．   

 

4. 実験と考察  
本章では，本提案手法により行う死角軽減について

の環境を説明し，行った検証と実験の場面と結果から

考察を述べる．  

 

4.1 実験の環境  
本実験では，LaptopPC（OS:Windows11，CPU:Ryzen 

7 4800H，メモリ :16GB，GPU: GeForce RTX 2060 6GB），

Python 3.10.5 で OpenGL，YOLOv8 を利用することで

死角軽減の検証を行った．使用したカメラデバイスは，

自視点 UCAM-C520FEBK（ELECOM）800×600pix，リ

ファレンス視点 OAK-D Pro（Luxonis 固定焦点版）640

×360pix である．事前処理として，Zhang の手法 [12]に

より両カメラともキャリブレーションを行い，内部パ

ラメータを取得した．また本実験では，道路標識に加

えて ArUco マーカ [13]も利用した．  

 

4.2 屋内検証の環境場面  
対象交通場面を模擬的に再現した図 8 のような環  



  

 

 

図 8 屋内検証模式図  

 

 

図 9 屋内検証視点フレーム  

 

境で検証を屋内で行った．平面上に対向車両を模した

ポスターおよびマーカを配置する．マーカを用いた場

合の自視点・リファレンス視点のフレームの例を図 9

に示す．両視点とも，ポスターとマーカは画角内にあ

る．自視点では死角領域，リファレンス視点では死角

領域でない位置に被遮蔽物として人を配置し行った．

本検証では，自視点・リファレンス視点・遮蔽物を固

定し，被遮蔽物のみ動物体とし検証した．  

リファレンス視点の深度マップにおいて，リファレ

ンスフレーム内の被遮蔽物マスク領域の各画素のデプ

ス値をそのまま用いた場合と，マスク領域内のデプス

値の中央値をマスク領域内の各画素すべてに用いた場

合で比較検証を行った．また，エッジ補完の有無につ

いても比較検証を行い，表 1 の計 4 パターンの比較検

証を行った．  

 

4.3 屋内各検証の結果と考察  
ArUco マーカで行った検証について，検証 (i)～ (iv)の

各視点の入力およびリファレンスカメラからの深度マ

ップを図 10 に示す．深度マップは奥行 10m を白，0m 

表 1 屋内検証パターン  

 
 

 

図 10 屋内検証入力・深度マップ  

 

を黒としたグレースケール画像である．検証 (i)(iii)の

入力は同入力，検証 (ii)(iv)の入力は同入力で，検証

(i)(iii)の入力と検証 (ii)(iv)の入力は異なる入力である．

検証 (i)と (iii)の深度マップと比較して，検証 (ii)と検証

(iv)では中央値を用いたことで深度マップは人領域が

単色となっている．  

図 10 で示した入力に対する各検証の出力を図 11 に

示す．また，検証 (i)(ii)と検証 (iii)(iv)の車両の領域の拡

大図を図 12，13 に示す．すべての出力において，計算

処理は平均 15fps ほどでリアルタイムでの処理ができ，

マーカを正しく認識し，車両により死角となった人を

視覚的に提示することができた．検証 (i)と (iii)の出力

において，デプスが正しく取得できていない箇所やノ

イズにより，図 12 に示すように，人領域から飛んだ座

標の点群が描画されている．一方で，検証 (ii)(iv)にお

いては，デプスの中央値を用いたことで，人領域に近

しい座標の点群が描画されており視覚的に滑らかな提

示ができている．ただし，中央値を用いた手法では，

細かな奥行の変化が表現できないため，被遮蔽物の奥  

中央値

エッジ補完 無 検証(i) 検証(ii)

エッジ補完 有 検証(iii) 検証(iv)

𝑑𝑒𝑝𝑡ℎ



  

 

 

図 11 各検証出力  

 

 

図 12 検証 (i)・検証 (ii)拡大図  

 

 

図 13 検証 (ⅲ)・検証 (iv)拡大図  

 

行に関する複雑な形状や複数の異なる奥行の被遮蔽物

は表現しきれない問題が考えられる．  

また，検証 (iii)(iv)において，図 13 に示すように，エ

ッジを補完したことにより人領域で隠された車両の形

状が視覚的に提示されている．検証 (i)(ii)の場合，人領

域が大きくなると車両自体が遮蔽され，新たな死角が

生まれることが予想されるが，エッジを補完すること

で，遮蔽物の形状を表すことができ，遮蔽物の存在を

知覚させることができている．  

次に，右折標識で行った検証について，自視点の出

力画像とその拡大図を図 14，15 に示す．すべての出力

において，計算処理は平均 10fps ほどでリアルタイム

での処理ができ，右折標識を正しく認識し，車両によ  

 

図 14 道路標識による出力画像  

 

図 15 出力画像拡大図  

 

り死角となった人を視覚的に提示することができた．

また，車両のエッジを補完した場合には人領域で隠さ

れた車両の形状が視覚的に提示されている．  

しかし，ArUco マーカを用いた検証では 15fps ほど

で処理が可能なため，ArUco マーカより動作が遅くな

っている．これは特徴点マッチングが主な原因と考え  

られる．動作を速めるためには特徴点マッチングに工

夫を加える必要がある．  

 

4.4 屋外実験の環境場面  
対象交通場面を模擬的に再現した図 16 のような場

面で実験を屋外で行った．自視点カメラは手で持ち，

対向車両・死角内の人は一定の速度で前進，ArUco マ

ーカ・リファレンス視点は定点で実験を行った．検証

(iv)の条件と同じくリファレンス視点のデプスの中央

値をマスク領域の各画素すべてに用い，エッジ補完を

行い実験した．   

 

4.5 屋外実験の結果と考察  
屋外で行った実験について，時間的連続な出力フレ

ームを図 17 に示す．計算処理は平均 15fps ほどでリア

ルタイムでの処理ができ，出力 (a)・(b)・(c)にように人

領域が描画され車両の形状も正しく提示できた．屋外

では，出力 (d)のようにマーカの認識ができず，出力が

一定でなかった．それにより，位置姿勢推定を毎フレ

ーム行うことが難しい．これは，マーカの大きさや位

置関係，質感による反射等の要因が考えられる．   

また，エッジ補完をしたことで遮蔽物上に被遮蔽物

を提示することで新たに生じる死角にも対策できてい  



  

 

 

図 16 屋外実験環境  

 

 

図 17 屋外実験出力  

 

 

図 18 出力 (a)・別出力拡大図  

 

る．一方で，出力 (a)と別フレームの出力を拡大した図

18 のように，提示した人領域と実際の位置との間にズ

レがあることがわかる．別出力のように 3 次元位置が

視覚的違和感なく取得できているフレームも稀にある

が，多くのフレームではズレが生じていた．検証にも

あったようにデプスの中央値を用いたことで，奥行に

差が生じ実際の位置と異なる結果をなったと考えられ

る．これは，空間フィルタ等の別のノイズ低減手法に

より，3 次元位置をより補完できると考える．  

 

5. まとめ  
本稿では，複数の異なる視野情報を統合することで

死角の要因となる遮蔽物をフレーム内から除去し被遮

蔽物を提示することで死角を軽減する隠消現実を実現

する手法を提案した．提案手法では，右折標識の検出，

各視点の位置姿勢推定，遮蔽物・被遮蔽物の認識，被

遮蔽物の 3 次元位置の推定，対象画像への合成のプロ

セスで遮蔽物を透過させ死角内の被遮蔽物を提示した． 

ArUco マーカを用いた屋内検証では被遮蔽物マスク

領域のデプス値を用いた場合，デプスの中央値を被遮

蔽物マスク領域すべてに用いた場合，エッジ補完の有

無について計 4 パターンの検証を行った．被遮蔽物マ

スク領域の対応デプス値を用いた場合，人領域から飛

んだ座標が描画されノイズが大きい．一方で，デプス

の中央値を用いた場合，視覚的滑らかな人領域が提示

できた．また，エッジ補完を行いながら被遮蔽物を提

示したことにより，遮蔽物が前にあるという認識がし

やすくなることも確認した．  

右折標識を用いた屋内検証では ArUco マーカより処

理が遅くなったが，交差点に実際にある標識をマーカ

代わりに用いることができる可能性を示すことができ

た．ただし，ArUco マーカより処理が遅くなってしま

うため，特徴点マッチングに工夫を加える必要がある． 

屋外実験では，デプスの中央値を用いエッジ補完を

行い，自視点・対向車両・死角内の人を動物体とし実

験を行った．屋外ではマーカの認識精度が悪く，毎フ

レーム位置姿勢推定を行うことが難しい．これは，マ

ーカの大きさや位置関係，質感による反射等の要因が

考えられる．このため，道路標識においても屋外での

認識精度を検証する必要がある．また，デプスの中央

値を用いた手法でノイズを低減させた結果，提示した

人領域と実際の人領域との位置に差異があった．空間

フィルタ等の 3 次元位置をより精度よく補完できる手

法でノイズを低減させる必要がある． 
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